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Abstract 

This paper presents a disease clustering approach by utilizing the biological process 

annotations from the Gene Ontology as the only data source for clustering diseases. As a 

result, a disease within a cluster should be more similar to all other diseases in the same 

cluster than to any disease in other clusters. Essentially, the clustering task is an 

unsupervised machine learning technique that attempts to discover and learn some hidden 

patterns from the disease information to place similar diseases together in the same 

cluster. We used two independent validations to examine our results. We examined the 

path length between disease pairs in the same cluster versus pairs in two separate clusters 

by utilizing semantic relationships from the Disease Ontology. We also utilized recently 

published results on disease similarity from a comprehensive study. Our experimental 

results are highly encouraging and highly agree with both validation methods. 

Specifically, most diseases placed in one cluster by our method are more similar to one 

another than to any disease in the other cluster, according to the validation results. 

1 Introduction 

The clustering task is one of the most important data analysis and machine learning processes with 

many applications in the bioinformatics field [1-4]. Clustering is an unsupervised machine learning task 

that attempts to place data items that are most similar to one another in the same group or cluster based 

on shared attributes or characteristics. This paper focuses on disease clustering, which involves placing 

diseases with similar features (i.e., similar diseases) in the same cluster with a total of two or more 

clusters. Every disease in a cluster should be more similar to all other diseases within the same cluster 

than to any disease in other clusters. The similarity between diseases is assessed based on the data 

source and disease information utilized in the disease clustering task. One of the most commonly used 

sources of information for disease similarity and clustering tasks is the set of disease genes, which 

consists of all genes known to be associated with the given diseases [1, 2, 4, 5]. Disease clustering is a  

crucial task in bioinformatics for exploring and understanding disease mechanisms at the molecular and 

functional levels [3, 4, 6-9]. Additionally, disease clustering outcomes are commonly used to analyze 
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the relationship between diseases or groups of diseases [2, 5, 6, 8, 10]. This analysis is particularly 

relevant for human diseases for applications like drug repurposing and precision medicine.  

As an unsupervised learning task, the clustering process works with unlabeled data to identify 

similarities between data items (i.e., diseases) not directly indicated by the attributes [9, 11, 12]. This 

paper presents a disease clustering process using the biological process (bp) annotation data for 

diseases. In the proposed method, we employ the bp annotations assigned to the disease via their genes 

as a functional profile of diseases for the clustering task.  

The previous literature on disease similarity and disease-disease association relies on various kinds 

of disease information and attributes like disease-genes, disease-symptoms, disease-chemicals, gene 

expression profiles, protein-protein interactions, gene pathways, and more [4, 5, 9, 12, 13]. As a data 

type for determining disease associations, the bp annotation data has not been investigated extensively 

in disease similarity and clustering research. In this paper, we used the Disease Ontology (DO) to 

analyze the semantic relationships among the diseases [14]. To validate the results of our proposed 

method, we obtained the semantic relationships between diseases from DO and compared them with 

our results. Additionally, we used the disease similarity results from the fusion multi-view human 

disease network (MV-HDN) by Yang et al. (2023) to compare and validate our results [4]. The 

clustering results of our method are highly encouraging. The experimental results show that the disease 

process annotation profiles, which utilize the Gene Ontology (GO) bp annotations, are reliable data 

sources for disease clustering [15]. The reported results and experiments were conducted with a good 

number of diseases and various evaluation settings for disease clustering, utilizing only the disease 

process annotations from GO [15]. 

2 Background and Related Work 

The most widely used clustering algorithms for data clustering in similar applications include K-means 

clustering, Agglomerative Hierarchical clustering, and DBSCAN [10, 11, 16]. Agglomerative 

hierarchical clustering belongs to the hierarchical clustering family, whereas the K-means clustering 

method is centroid-based, and DBSCAN is a density-based clustering method [1, 17].  

In [3], Mathur et al. (2012) propose three methods for evaluating disease similarity by comparing 

the use of disease-gene and disease-bp associations (GO biological processes) for estimating the 

similarity between disease pairs [3]. For gene-based similarity, they proposed a method called gene-

identity based (GIB), which utilizes gene sets associated with both diseases [3]. For process-based 

similarity, they proposed two methods: process-identity based (PIB) and process-similarity based 

(PSB). Both approaches utilize the GO processes associated with both diseases, but PSB also 

incorporates semantic information. 

A comprehensive study and survey on the various clustering algorithms and their applications in 

several fields is presented in [18] by Anand and Kumar (2022). In [1], Karim et al. (2021) also present 

a thorough review of clustering algorithms. Their work further analyzed certain clustering algorithms 

based on deep learning techniques, known as deep learning-based clustering, by applying them to data 

from three bioinformatics tasks: bioimaging, cancer genomics, and biomedical text mining [1]. In 

another project, Santamaria et al. (2021) present a disease similarity approach that analyzes various 

disease sets associated with different biological features like genes, proteins, metabolic pathways, and 

genetic variants to build comprehensive disease models [8]. Their study utilizes and compares various 

distance metrics and clustering algorithms to the given disease sets.  

Another disease relationship and similarity method using the interactome network is presented in 

[6] by Menche et al. (2015). They found that the network-based location of a disease module determines 

its pathobiological relationship to other diseases [6]. Moreover, they found that diseases exhibit higher 

similarity of their associated genes if they are closer in the interactome using GO annotation-based 
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similarity [6]. In a very recent project, with in-depth disease similarity analysis, Yang et al. (2023) 

present a disease-disease association network based on multi-view fusion (MV-HDN: Multiview 

Human Disease network) [4]. They produced the fusion MV-HDN by applying a similarity network 

fusion (SNF) model to three single-view networks that represent biological processes (B-HDN), 

phenotypic characteristics (S-HDN), and gene expressions (M-HDN). 

3 Methodology 

In the unsupervised machine learning task of clustering, we are interested in gathering similar diseases 

together into two or more bins, where each bin is called a cluster. Clustering algorithms such as K-

means or Hierarchical clustering will attempt to identify and learn underlying patterns to group similar 

items together in meaningful categories.  

 

A. Notations and Problem Specification:  

Given a set D of n disease vectors: D = {d1, d2, …, dn}, each di represents an m-dimensional 

feature vector for each disease I, and the total number of diseases is n. A process annotation term 

assigned to disease i is encoded as a component dij in the vector di. Therefore, the functional profile 

of disease i is the feature vector di, which is made from the process annotations of disease i. In this 

work, we cluster the diseases in set D into two or more clusters based on their encoded process 

annotations.  

 

B. The Clustering Step: 

In this work, disease clustering involves representing each disease as a feature vector of disease 

process annotations. The clustering method then assigns diseases to clusters based on these 

representations. This process is an unsupervised machine learning task that involves grouping data 

points into two or more clusters, where the data points in each cluster are similar to one another. 

The goal of disease clustering is to group 𝑛 data samples into 𝑘 clusters, where each data sample is 

a disease represented as a feature vector [1, 7, 18].  

In the K-means clustering method, each cluster is represented by a centroid 𝜇j, where j = 1, …, 

k. This clustering process places the data points di into k clusters. For our analysis, we limited the 

number of clusters to k = 2 and k = 3. Our goal is to focus on which diseases will be placed together 

by the clustering algorithm. We then assess whether the diseases assigned to the same cluster are 

semantically more similar according to an independent source (e.g., DO). In general, most research 

and studies use data integration approaches with multiple data sources (i.e., several data types) to 

evaluate disease similarity and clustering. However, we only utilize one data type in this study, the 

disease process annotations. Therefore, we examine the effectiveness of this single information 

source in assessing disease similarity for categorizing similar diseases in the disease clustering task.  

4 Evaluation and Results 

In our evaluation of the proposed method, we used the disease process annotation data with the K-

means clustering algorithm [11, 17]. We conducted two sets of evaluations, each utilizing a distinct 

verification method. The first evaluation used the hierarchical classifications from DO, while the second 

used the disease similarity results from the fusion MV-HDN study [4, 14].  
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For the first evaluation, we used various diseases with corresponding associations in the OMIM and 

DO ontologies [14, 19, 20]. We conducted ten experiments, each with five sets of randomly selected 

diseases. We adjusted the K-means clustering configuration for each disease set, using k = 2 and k = 3 

clusters. Then, we randomly selected diseases to form verification, or validation, pairs within a cluster 

(intra-cluster) and between clusters (inter-cluster) to evaluate the cluster quality. Each experiment 

included ten verification pairs, consisting of five intra-cluster and five inter-cluster comparisons. 

Similarly, 20 verification pairs refer to ten intra-cluster and inter-cluster comparisons each. In Table 1, 

the experimental configurations for these ten experiments are detailed. Further, each set of experiments 

utilizes the same diseases. For example, the first two experiments were conducted on the same set of 

20 diseases (refer to Table 1).   

The Disease Ontology (DO) uses the is_a hierarchy to establish semantic relationships among 

diseases [14]. This hierarchy is represented with edges in a hierarchical structure, as shown in Figure 1. 

We utilized the ontology hierarchical structure to obtain the path length between two disease nodes with 

edge counting. For example, in Figure 1, the hierarchical relationship is illustrated for an intra-cluster 

disease pair in the first experiment, Exp1-A: autosomal dominant intellectual developmental disorder 

40 (DOID:0070070) and posterior polymorphous corneal dystrophy 2 (DOID:0110856). With edge 

counting, the shortest path length between these two diseases is three. After measuring the path length 

for each verification pair, we calculated the average path length for both intra-cluster and inter-cluster 

pairs for comparison. In Table 2, a summary of the mean path lengths for the first four experiments is 

provided. 

Shorter path lengths within a cluster indicate a higher degree of similarity among diseases, according 

to the DO [14]. This is further demonstrated in Figures 2 and 3, which show the average path lengths 

for disease verification pairs within and between clusters in the first evaluation. As illustrated in Table 

2 and Figure 2, in all five clustering tests with k = 2 clusters, all intra-cluster disease pairs have a shorter 

path length in DO, indicating that they are more similar compared to inter-cluster pairs. 

 

Set  
Number  

No. of 

Diseases  
Experiment 

Number  
No. of 

Clusters  
No. of Verif. 

Pairs  

Set 1  20  
1  2  10  

2  3  10  

Set 2  40  
3  2  20  

4  3  20  

Set 3  100  
5  2  20  

6  3  20  

Set 4  20  
7  2  20  

8  3  20  

Set 5  40  
9  2  20  

10  3  20  

Table 1: Overview of the experimental design for each experiment (1-10).   

Experiment Number  Intra-Cluster Distance  Inter-Cluster Distance  

1  3.4  5.8  

2  3.2  4.6  

3  4.0  4.6  

4  3.4  3.8  

Table 2: Mean intra-cluster and inter-cluster path lengths for the first four experiments. 
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Figure 1: Illustration of the DO hierarchical relationship between Autosomal Dominant Intellectual Developmental 

Disorder 40 (DOID:0070070) and Posterior Polymorphous Corneal Dystrophy 2 (DOID:0110856). 

 

 
Figure 2: This graph displays a comparison of the 

average path lengths for intra-cluster and 

inter-cluster disease pairs for experiments 

using k = 2 clusters in the first evaluation. 

 
Figure 3: This graph displays a comparison of the 

average path lengths for intra-cluster and 

inter-cluster disease pairs for the 

experiments using k = 3 clusters in the first 

evaluation. 

 

In another evaluation setting to examine the effectiveness of the clustering based on disease process 

annotations, we conducted the second evaluation using a different form of validation for a total of 15 

experiments. These experiments involved diseases that are either an exact match or closely related 

descendants of the diseases used to test the fusion MV-HDN, which have associations in both MeSH 

and DO ontologies [4, 14, 19]. The descendent diseases we used in these experiments share the same 

MeSH descriptors as their corresponding diseases in fusion MV-HDN to ensure a consistent basis for 

comparison. For this second evaluation, we followed a similar validation approach to the first 

evaluation. We conducted ten experiments using k = 2 and k = 3 clusters for each. Additionally, we 

included five more experiments with only k = 2 clusters. Similar to the first evaluation, we randomly 

selected verification pairs for cluster quality assessments. The first set of ten diseases used in the first 

two clustering experiments is shown in Table 3, with the third column providing the number of process 

annotations for each disease. Furthermore, Table 4 contains the first six disease process annotations for 

the ten diseases used in experiments 1 and 2.  
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 Disease ID  No. of Process 

Annotations  
Total Number of 

Components  

1  DOID:11476  239  1241  

2  DOID:2841  812  1241  

3  DOID:9119  771  1241  

4  DOID:0060060  277  1241  

5  DOID:9970  545  1241  

6  DOID:7148  463  1241  

7  DOID:12449  467  1241  

8  DOID:9744  540  1241  

9  DOID:4450  57  1241  

10  DOID:9074  455  1241  

Table 3: The ten diseases used in the first and second (1-A and 1-B) experiments of the second evaluation. 

 

Disease ID  

  Process Annotation Terms   

GO:0000075  GO:0000077  GO:0000122  GO:0000165  GO:0000302  GO:0000723  

DOID:11476   0  0  0  0  1  0  

DOID:2841   0  0  1  1  0  0  

DOID:9119   0  0  1  1  0  1  

DOID:0060060   0  0  0  0  0  0  

DOID:9970   0  0  1  0  1  0  

DOID:7148   0  0  1  0  0  0  

DOID:12449   1  1  1  0  0  1  

DOID:9744   0  0  0  0  1  0  

DOID:4450   0  0  0  0  0  0  

DOID:9074   1  1  0  0  1  0  

Table 4: The disease process annotations for the first set of 10 diseases that were used in the clustering experiments. 

Only the first six process annotations terms are shown here. 

After clustering using the proposed method, we utilized the disease similarity results from a recent 

study by Yang et al. (2023) to obtain similarity values between disease verification pairs [4]. We used 

the similarity values computed between diseases in the MV-HDN similarity matrix to validate our 

cluster quality. In Tables 5 and 6, the validation results with the individual similarity scores of the 

verification pairs in experiment 1 are detailed.  

With this verification method, a higher mean similarity value indicates a stronger correlation 

between diseases within a cluster. The following figures, Figures 4 through 7, further demonstrate these 

findings. Figure 4 presents the clustering results for the first ten experiments of the second evaluation 

using k = 2 clusters. Similarly, Figure 5 displays the clustering results for the first ten experiments of 

the second evaluation using k = 3 clusters. Figure 6 illustrates the results for the last five experiments 

of the second evaluation, which only employ k = 2 clusters. Finally, Figure 7 illustrates a comparison 

between the mean intra-cluster and inter-cluster similarity scores for all 15 experiments using k = 2 
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clusters in the second evaluation. These results demonstrate that diseases in the same cluster have higher 

similarity values than those in different clusters (i.e., inter-clusters). 

5 Conclusion 

This paper presents a simple method for disease clustering by utilizing a single data source, which is 

the disease process annotations from the Gene Ontology. Disease clustering outcomes are important for 

understanding the disease mechanisms at various molecular levels and for disease relationship analysis 

studies. One of the goals of this paper is to examine the effectiveness of a single source of data, which 

is the biological process taxonomy from the Gene Ontology, and the results are encouraging. The 

experimental results demonstrate that similar diseases are effectively grouped together. Our proposed 

method placed diseases that were closer and more similar to each another in the same cluster, as 

demonstrated by disease similarity in the fusion MV-HDN study and based on closeness (i.e., 

proximity) in the Disease Ontology.  
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Pair 

No.  
Disease Pair  Cluster Type  Similarity Score  

1  Osteoporosis, Aplastic Anemia  Intra-Cluster  0.000271948  

2  Acute Myeloid Leukemia, Asthma  Intra-Cluster  0.000268082  

3  Type 1 Diabetes Mellitus, Systemic Lupus Erythematosus  Intra-Cluster  0.016875417  

4  Non-Hodgkin Lymphoma, Renal Cell Carcinoma  Intra-Cluster  0.009335265  

5  Rheumatoid Arthritis, Type1 Diabetes Mellitus  Intra-Cluster  0.001084925  

 Mean Intra-Cluster Similarity Score   0.0055671  

Table 5: The similarity values for the intra-cluster groupings of experiment 1 of the second evaluation. The last 

row details the average similarity score for intra-cluster pairs. 

Pair 

No.  
Disease Pair  Cluster Type  Similarity Score 

6  Aplastic Anemia, Asthma  Inter-Cluster  0.000233477  

7  Acute Myeloid Leukemia, Systemic Lupus Erythematosus  Inter-Cluster  0.000273618  

8  Obesity, Type 1 Diabetes Mellitus  Inter-Cluster  0.007875158  

9  Rheumatoid Arthritis, Osteoporosis  Inter-Cluster  0.003203446  

10  Renal Cell Carcinoma, Systemic Lupus Erythematosus  Inter-Cluster  0.000265503  

 Mean Inter-Cluster Similarity Score   0.0023702  

Table 6: The similarity values for the inter-cluster groupings of experiment 1 of the second evaluation. The last 

row details the average similarity score for inter-cluster pairs. 
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Figure 4: Illustration of the average intra-cluster and inter-cluster similarity scores of disease pairs for the second 

evaluation experiments using k = 2 clusters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6: This figure compares the average intra-cluster and inter-cluster similarity scores for the final five 

experiments (21-25) that only use k = 2 clusters. 

 

Figure 5: Illustration of the average intra-cluster and inter-cluster similarity scores of disease pairs for the second 

evaluation experiments using k = 3 clusters. 
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Figure 7: Illustration of the mean intra-cluster and inter-cluster similarity scores for the second evaluation 

experiments using k = 2 clusters. 
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