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Abstract 

AI systems, particularly Large Language Models (LLMs), have the potential to 

improve telemedicine. However, there is a need to further investigate the effectiveness of 

AI decision support and clinician-AI collaboration in this context. This study examines 

the impact of AI-only and clinician-AI support systems on trust, acceptance, usability, 

and cognitive load in telemedicine scenarios. In a randomized controlled study, twenty 

non-medical participants were randomly assigned to receive support from an AI-only or 

clinician-AI decision support system during cardiopulmonary resuscitation (CPR) 

scenarios simulated in an augmented reality (AR) headset. We used ChatGPT 3, a widely 

used LLM, as the AI system. Participants' responses were measured using trust, 

acceptance, and usability questionnaires, as well as a wearable wristband to collect 

physiological data. The results show that the clinician-AI scenario was perceived as more 

useful compared to the ChatGPT-only scenario. The collaborative approach also led to 

higher heart rate variability (HRV) and lower LF/HF ratio, indicating potentially lower 

mental effort compared to ChatGPT-only. No significant differences were found in 

system usability scale (SUS) and electrodermal activity (EDA) levels between the 

scenarios. These findings highlight the importance of involving clinicians in AI-

supported telemedicine. Further research should explore real-world applications to 

validate the preliminary results. 
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1 Introduction 

Telemedicine has emerged as a prominent remote healthcare delivery method with numerous 

benefits, including improved accessibility, convenience, and cost-effectiveness, particularly in 

situations where in-person consultations are challenging or not feasible (Frankenstein and Smurra 2022; 

Khonji 2020). As telemedicine continues to evolve, the integration of AI holds promises to enhance the 

telemedicine experience and address some complexities of the modern healthcare landscape (Tavares 

et al. 2023; Nayak et al. 2021). AI systems such as LLMs may have the capacity to revolutionize 

telemedicine practices by providing advanced language-related capabilities, such as question-

answering, translation, and text summarization (Yeung et al. 2023). The ability of ChatGPT as a widely 

used LLM to generate coherent and contextually relevant responses using large textual data presents an 

opportunity for improving clinical support in telemedicine encounters (Rao et al. 2023; Sallam 2023).  

For successful integration of AI systems in telemedicine, however, it is imperative to understand the 

intricacies of human trust and acceptance of AI-based clinical support technology (Hwang et al., 2019; 

Davis, 1989), as LLMs come with their inherent limitations such as occasional inaccuracies, nonsensical 

content generation, and the potential for presenting misinformation as factual information. The accuracy 

of LLM-generated answers is intricately linked to the quality, quantity, and nature of the data used in 

their training. Despite the growing prominence of AI systems in medicine, research specifically 

examining the acceptance and trust to LLM-powered technologies within telemedicine settings remains 

limited (Gagnon et al., 2012).  

Moreover, most of the previous studies focus on clinical support provided by either human clinicians 

or AI systems alone, and there has been limited investigation into the potential of collaboration between 

human clinicians and AI systems (Lai, Kankanhalli, and Ong 2021; Fischer et al. 2023). As trust in AI-

generated suggestions remains a challenge (Wang et al., 2020), it is crucial to examine how AI systems 

supervised by clinicians can affect trust and acceptance in telemedicine clinical support (Alviani et al. 

2023; Orrange et al. 2020; Davenport and Kalakota, 2019).  

The objective of this study is to evaluate the usability and physiological responses of participants to 

an AI-clinician support system during telemedicine emergency scenarios. The significance of this 

research lies in its contribution to the existing body of knowledge on AI adoption in healthcare and its 

potential to inform the development of guidelines and best practices for telemedicine implementation.  

2 Methods 

2.1 Participants 

A total of 20 undergraduate and graduate students, with no medical background or prior CPR 

experience, were recruited. Participants were randomly assigned to (a) ChatGPT-only or (b) clinician-

ChatGPT collaboration groups in a balanced randomized setup (Figure 1). Before signing the informed 

consent form, all participants received study information and underwent a screening process to ensure 

they met the eligibility criteria.  

2.2 Telemedicine Scenarios 

We simulated a CPR scenario involving a virtual patient experiencing cardiac arrest. This scenario 

was presented to participants in a virtual environment using a Microsoft HoloLense 2 augmented reality 

(AR) headset, providing a 3D and immersive experience. The CPR scenario was rendered at a smooth 

frame rate of 30 frames per second (30 fps). The experimental room was well-illuminated, for optimal 

visibility for participants (Figure 2).  
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Figure 1: Study design and procedure used for the experiment including consent, baseline data collection for 

physiological data, and the scenario. 

Participants were assigned to either the ChatGPT-only group or the clinician-ChatGPT collaboration 

group in a balanced manner (Figure 1). The ChatGPT-only group was provided with a Dell 15-inch 

laptop placed on a nearby table, allowing them to access the ChatGPT website and ask questions. The 

clinician-ChatGPT group had an additional component to their experience; they participated in a one-

minute audio call with a remote clinician who had access to the conversation between the participant 

and ChatGPT. This setup was designed to simulate situations where direct access to healthcare 

professionals is limited, enabling the participants to receive guidance and support from a remote 

clinician through collaboration with ChatGPT. Each participant was given ten minutes (based on our 

pilot testing) to complete the CPR scenario, which allowed sufficient time to engage with the tasks, 

follow CPR protocols, and make decisions based on the options that were provided in the AR display. 

The focus of our study was on evaluating participants' trust and acceptance of the technology, and 

clinical outcomes were not measured as part of our research objectives because of difficulty of 

performing CPR on the AR environment. 

 
 

 

 

 

 

 

 

 

Figure 2: a) A participant during a CPR scenario wearing an AR headset, b) the CPR scenario projected in the AR 

headset, c) the participant interacting with the AR UIs to choose actions to be performed during the CPR scenario, 

d) type of clinical support provided to the participant during the scenario.   
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2.3 Data Collection 

Our study used multiple instruments and physiological measurements to gather data on participants' 

trust, and technology acceptance as primary outcomes and system usability and cognitive load levels as 

secondary outcomes. We employed the following measures: 

Participants' trust in the AI system was assessed using a trust scale based on a Likert scale of 0-5 (0 

representing no trust and 5 representing full trust). Technology Acceptance was evaluated using the 

Technology Acceptance Model (TAM), which included items related to perceived usefulness, perceived 

ease of use, attitude towards use, and behavioral intention to use the AI system. System usability was 

examined using the System Usability Scale (SUS), a reliable and widely used questionnaire for 

measuring usability in various domains, including technology and software (Brooke, 1996). To assess 

cognitive load levels, we collected physiological measurements, including HRV, low-frequency to 

high-frequency ratio (LF/HF), and Electrodermal Activity (EDA) based on data extracted using an 

Empatica device (Figure 1). 

2.4 Data Analysis: 

The normality of the data was assessed using the Shapiro-Wilk test. As the technology acceptance 

variables were not normally distributed, we employed the Mann-Whitney U test to compare groups. 

For the remaining variables, we used the t-test to compare differences between the ChatGPT and 

clinician-ChatGPT collaboration scenarios. A significance level of p < .05 was applied to all analyses. 

Python 3.3 and relevant statistical packages were utilized in Jupyter Notebook for pre-processing and 

data analysis.  

3 Results: 

3.1 Demographic data:  

Among the participants, 70% were undergraduates, with an age range of 18 to 30 years (mean = 

21.5, SD = 2.5), and 60% were female. Approximately 10% of the participants had prior experience 

with AR hardware or software. None of the participants reported experiences with CPR nor had prior 

medical training and experiences. 

3.2 Trust and Technology Acceptance:  

Trust: There was a significant difference in the trust scores between the clinician-ChatGPT 

collaboration scenario (mean = 4.3, SD=0.46) and the ChatGPT-only scenario (median = 3.8, SD=0.74) 

(p = .027). Perceived Usefulness: The median score for perceived usefulness was significantly higher 

in the clinician-ChatGPT collaboration scenario (5.6, Q1 = 5.0, Q3 = 6.2) compared to the ChatGPT-

only scenario (4.3, Q1 = 3.8, Q3 = 4.8) (p < .001). Perceived Ease of Use: There was no significant 

difference in the median scores for perceived ease of use between the clinician-ChatGPT collaboration 

scenario (4.8, Q1 = 4.3, Q3 = 5.2) and the ChatGPT-only scenario (4.6, Q1 = 4.1, Q3 = 5.0) (p > .05). 

Attitude Towards Use: The median score for attitude towards use was significantly more positive in the 

clinician-ChatGPT collaboration scenario (6.2, Q1 = 5.7, Q3 = 6.6) compared to the ChatGPT-only 

scenario (5.1, Q1 = 4.7, Q3 = 5.4) (p < .001). Behavioral Intention to Use: The median score for 

behavioral intention to use was significantly higher in the clinician-ChatGPT collaboration scenario 

(5.7, Q1 = 5.3, Q3 = 6.2) compared to the ChatGPT-only scenario (4.5, Q1 = 4.1, Q3 = 4.8) (p < .01) 

(Figure 3).  
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Figure 3: the result of comparing trust, perceived usefulness, perceived ease of use, attitude towards use, and 

behavioral intention to use between ChatGPT-only and Collaboration (clinician-ChatGPT) support during the CPR 

scenario.  

3.3 System Usability Scale:  

There was no significant difference in the SUS scores between the clinician-ChatGPT collaboration 

scenario (mean = 75.2, SD=10.41) and the ChatGPT-only scenario (median = 74.8, SD=8.94)(p = .827). 

3.4 Cognitive Load:  

HRV: Participants exhibited significantly higher HRV in the clinician-ChatGPT collaboration 

scenario (mean = 76.2ms, SD=11.52ms) compared to the ChatGPT-only scenario (median = 68.7ms, 

SD=8.21ms) (p < .05). LF/HF ratio: The LF/HF ratio was significantly lower in the clinician-ChatGPT 

collaboration scenario (mean = 1.25, SD=0.54) compared to the ChatGPT-only scenario (median = 

1.87, SD=0.93) (p < .01). EDA: There was no significant difference in EDA levels between the 

clinician-ChatGPT collaboration scenario (mean = 4.3 μS, SD=1.09 μS) and the ChatGPT-only scenario 

(mean = 4.4 μS, SD=1.35 μS) (p= 1.49). 

4 Discussion: 

This study examined trust, acceptance, usability, and physiological metrics associated with two 

clinical guidance interventions (ChatGPT-only or clinician-ChatGPT) in a telemedicine practice 

performing CPR scenarios using a randomized controlled design. The study highlighted higher trust 

and acceptance in using ChatGPT as instruction coupled with access to a clinician. This finding is 

aligned with prior studies emphasizing the importance of human expertise in trust and acceptance of AI 

integration (Choung, David, and Ross 2022; Ebnali et al. 2019; Ebnali et al. 2020; Tocchetti and 

Brambilla 2022; Knop et al. 2022). 

The results of the TAM showed that the clinician-ChatGPT scenario was associated with higher 

scores for perceived usefulness when compared to the ChatGPT-only. This suggests that limited access 

(1 minute) to a clinician's guidance enhanced participants' perception of the AI system's usefulness in 

providing CPR with ChatGPT instructions. One explanation for this result could be that the inclusion 

of two verification methods, including asking experts as one of the validation methods, contributes to 

the validity of the data and its usefulness. This finding is supported by other studies indicating that 

crowdsourced data contributed by experts have higher quality than data contributed by non-experts, 
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suggesting that involving experts in the validation process can improve the quality and usefulness of 

the data (See et al. 2013; Rovinelli and Hambleton 1976).   

No significant difference was observed in the scores for perceived ease of use, indicating that both 

scenarios were similarly perceived in terms of their ease of use. Since approximately 10% of 

participants had prior experience with augmented reality (AR), and the limited amount of time each 

participant had to complete the task, it is possible that participants were more influenced by the novelty 

of the scenario and concept rather than by the addition of a clinician's opinion to their experiment when 

determining their perceived ease of use. This could lead to both groups experiencing these scenarios 

equally challenging. This finding is supported by Palma et al. suggesting that information overload is a 

major contributor to users' performance when completing a task (Palma, Seeger, and Heinzl 2019). 

The participants' attitudes to using the AI system were more positive in the clinician-ChatGPT 

scenario when compared to the ChatGPT-only. This may in part be due to the fact that the presence of 

a clinician in the collaboration reflects a sense of reliability and real-time affirmation to use the 

ChatGPT for CPR instruction. Considering potential drawbacks associated with the use of AI systems, 

including legal and ethical concerns (Bozorgi 2023; Kooli and Muftah 2022), it is possible that the 

involvement of a clinician may have mitigated such issues resulting in a more positive intention for 

those participants in the clinician-ChatGPT scenario. This finding is consistent with other recent case 

studies, which emphasized the necessity of involving clinicians in AI development and implementation 

for healthcare to ensure systems are effective, trustworthy, safe, and compatible with ethical principles 

(Brown et al. 2023; Strohm et al. 2020). It is important to note that the SUS scores did not significantly 

differ between the two scenarios, suggesting that both the clinician-ChatGPT and ChatGPT-only 

scenarios were perceived similarly regarding the system usability. This indicates that participants found 

both scenarios equally user-friendly and efficient.  

The participants exhibited higher HRV in the clinician-ChatGPT scenario compared to the 

ChatGPT-only. This suggests that the collaboration scenario may have resulted in a lower cognitive 

load among participants. The lower LF/HF ratio in the clinician-ChatGPT scenario indicates a shift 

towards a more parasympathetic state, which is associated with relaxation and reduced mental effort. 

In line with previous findings, experts’ opinions incorporated into AI systems may facilitate the 

decision-making process (Zhang, Liao, and Bellamy 2020), leading to a lower LF/HF ratio. In addition, 

experts' decisions are less influenced by time-related stress, suggesting that expertise can compensate 

for cognitive demands imposed by stress (Morrow et al. 2004). However, no significant difference was 

found in EDA levels between the two scenarios, indicating similar levels of physiological excitement. 

The findings suggest that the presence of a clinician in the ChatGPT-based telemedicine scenarios 

positively influenced participants' perception of the system's usefulness, attitude towards use, 

behavioral intentions, and cognitive load. These results highlight the potential of clinician-AI 

collaboration in enhancing the acceptance and effectiveness of AI systems in telemedicine support.  

This study has some limitations to be considered. The sample consisted of undergraduate and 

graduate students, with a small number of participants which may limit the generalizability of the 

findings to a broader population. However, this study aims to provide preliminary insights into the trust, 

acceptance, and usability of AI-enhanced telemedicine support. Additionally, the study focused on 

simulated scenarios, and clinical outcomes were not evaluated. Therefore, further research on 

evaluating the performance of the ChatGPT system and clinician-ChatGPT collaboration in real-world 

clinical settings is warranted. Another limitation of the study is the use of AR to simulate telemedicine 

scenarios. While AR can provide a realistic visual representation of the interaction in human-human 

and human-system communication (Burian et al. 2023; Ebnali et al. 2023; Beadle et al. 2020; Ebnali et 

al, 2022), it may not fully replicate the actual experience of telemedicine. 
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5 Conclusion: 

This study demonstrated the potential benefits of integrating AI technology, such as ChatGPT, with 

clinician collaboration in telemedicine scenarios. It appears that receiving clinical support from a 

clinician-AI system can improve trust and acceptance and may reduce cognitive load compared to 

receiving telemedicine support from an AI (ChatGPT)-only system.  Future research on clinical 

scenarios and other potential factors that affect the adoption and implementation of AI-based decision 

support systems is needed.  
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