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Abstract. One important step for the document processing domain is binarization 

for degraded document images. We introduce a new method that supports the net-

work using 2D images. This support is based on new features of 3D point clouds 

converted from 2D images. Specifically, the original 2D images are fed to the 

LadderNet network to extract 2D information. Besides, the converted 3D point 

clouds from the original 2D images are fed to network for 3D point cloud input to 

get unique features. These features are useful and different from 2D information. 

So, fusing the output features from two of these architectures achieves a better 

result. We illustrate the benefit of this idea for binarizing documents. 
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1 Introduction 

For real situations where document images are substantially degraded due to poor stor-
age methods and inappropriate maintenance conditions, document binarization is pos-
sible challenges. The important role of the binarization process has resulted in the group 
organizing the Document Image Binarization Competition (DIBCO)[1] in accordance 
with the 2013 ICDAR and ICFHR conferences[2]. A variety of methods for binariza-
tion have been developed with the advent of powerful deep convolutional neural net-
work (CNN) models for object recognition, detection, and segmentation. In recent 
years, few deep learning methods [3, 4, 5, 6] have also been utilized for document im-
ages binarization. However, These deep learning models only make use of 2D images 
without 3D information that can be converted from original 2D images. In [7], the 2D 
image is converted into a 3D point cloud on a globe in which the distance between a 
point and the center of the globe is measured by the intensity. Authors discover new 
features that can help to denoise in degraded document images. However, this method 
is based on traditional method and doesn’t use any useful 2D information. So, we pro-
pose a model that can take advantage of both 2D and 3D information. 

The main idea of our algorithm is that pixels are transformed to points that have x, 
y, z in R3 corresponding with the location and intensity of pixels in images as in [7]. 
These converted points are fed to the network for 3D point clouds. The output of the 
network has features containing useful information for document image binarization. 
Furthermore, the original 2D images are fed to another network for 2D images to get 
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main features for final result. To integrate the helpful information from 2 of these dif-
ferent inputs, we apply the minimum function on the outputs from 2 of these architec-
tures to combine them. The rest of the paper is organized as follows: Section 2 describes 
the proposed method for document image binarization. Section 3 reports our experi-
ment results. Finally, the paper is concluded in section 4 

2 Proposed Method 

The architecture of the proposed model is the fusion of the architecture [8] for 3D point 
clouds and the network LadderNet [9] for 2D images as in Fig. 1. In [8], the authors 
present the new design of Kernel Point Convolution (KPConv) that can apply for 3D 
point cloud input. In [9], the LadderNet is designed to have more encoder-decoder pairs 
that are effective in segmentation tasks. 

The binary output from the architecture for 2D image input contains the main infor-
mation of the final result. The other one has supporting information to the final result 
as in Fig. 2. We recognize the output with 3D point cloud input has low performance. 
However, it brings helpful and unique information that doesn’t contain in the output 
with 2D image input. In Fig. 2(c), the orange area has a quite bad result but the remain-
ing area has a relatively good result. In Fig. 2(d), it shows the completely opposite 

Fig. 1. Diagram of the proposed model. 3D point cloud inputs are derive from the pixel’s (x, y) 

coordinates spreading the points over a 3D surface, and we transfom pixel intensity to z-com-

ponent in three-dimensional Euclidean space R3. 3D point clouds and 2D images are the inputs 

of network based on [8] and LadderNet[9], respectively. The outputs of each network are illus-

trated by heatmaps. The probability of text stroke has value corresponding with colour range in 

heatmap.The final output is fused by 2 thresholded outputs from each network. 

Text 
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result. The final result has better performance by combining the advantages of both 
these outputs as in Fig. 2(e). Looking at Fig. 2 (d), the obtained part from 3D point 
clouds is a part of larger stroke while the obtained part from 2D images is a part of 
smaller stroke in Fig. 2 (c).  
 

3 Experiment  and  Evaluation  

There are several public data sets for document binarization. Similar as [10] and [11], 
We select images on DIBCO 2009 [12], H-DIBCO 2010 [13], DIBCO 2011 [14], H-
DIBCO 2012 [15], DIBCO 2013 [16], H-DIBCO 2014 [17], DIBCO 2016[18], for 
training set.The document images on DIBCO 2017 [10] is selected for the testing set. 
Evaluation metrics follow ICDAR Competition [10] such as F-measure (FM), pseudo-
Fmeasure (F��), Peak signal-to-noise ratio (PSNR) and Distance Reciprocal Distortion 

Metric (DRD). 
 
 
 
 
 
 
 
 

Fig. 2. Binarization Outputs. (a) Original image, (b) Ground-truth, (c) Output from the 2D 

network after thresholding the predicted map, (d) Output from the network for 3D point cloud 

inputs after thresholding the predicted map. It supports information for the remaining output 

as the orange area, (e) Fused output, created from a minimum of (c) and (d). 
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Table 1. Results of testing on DIBCO 2017 dataset 
 

Methods F-measure Fps PSNR DRD 

Otsu[19] 77.73 77.89 13.85 15.54 

Niblack[20] 75.03 79.52 13.02 13.63 

Winner[10] 91.04 92.86 18.28 3.40 

Dang et al[11] 91.92 95.06 18.41 2.84 

Network for 2D 
image 

90.01 93.40 17.74 3.59 

Ours 91.33 93.08 17.99 3.31 

 

 
 

(a) 

(b) 
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(c) 

(d) 

(e) 

Fig. 3. Binarization results of the sample document image in the DIBCO 2017 dataset pro-

duced by different methods: (a) Original image, (b) The ground truth, (c) Output from the 

2D network, (d) Output from 3D point cloud inputs, (e) Fused output. 
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4 Conclusion 

A novel model is proposed in this paper. In document image binarization, integrating 
two distinct architectures for 2D image and 3D point cloud input has advantages. This 
is because we take advantages of each architecture's efficiency. We plan to develop a 
new framework for future work to improve results. 
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