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Abstract
P versus NP is considered as one of the most important open problems in computer science. This
consists in knowing the answer of the following question: Is P equal to NP? It was essentially
mentioned in 1955 from a letter written by John Nash to the United States National Security Agency.
However, a precise statement of the P versus NP problem was introduced independently by Stephen
Cook and Leonid Levin. Since that date, all efforts to find a proof for this problem have failed.
In mathematics, a Diophantine equation is a polynomial equation, usually involving two or more
unknowns, such that the only solutions of interest are the integer ones. A homogeneous Diophantine
equation is a Diophantine equation that is defined by a homogeneous polynomial. Solving a
homogeneous Diophantine equation is generally a very difficult problem. However, homogeneous
Diophantine equations of degree two are considered easier to solve. We prove that this decision
problem is actually in NP-complete under the constraints that all solutions contain only positive
integers which are actually residues of modulo a single positive integer.
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1 Introduction

Let {0, 1}∗ be the infinite set of binary strings, we say that a language L1 ⊆ {0, 1}∗ is
polynomial time reducible to a language L2 ⊆ {0, 1}∗, written L1 ≤p L2, if there is a
polynomial time computable function f : {0, 1}∗ → {0, 1}∗ such that for all x ∈ {0, 1}∗:

x ∈ L1 if and only if f(x) ∈ L2.

An important complexity class is NP–complete [7]. If L1 is a language such that L′ ≤p L1
for some L′ ∈ NP–complete, then L1 is NP–hard [4]. Moreover, if L1 ∈ NP , then L1 ∈
NP–complete [4]. A principal NP–complete problem is SAT [7]. An instance of SAT is a
Boolean formula ϕ which is composed of:

1. Boolean variables: x1, x2, . . . , xn;
2. Boolean connectives: Any Boolean function with one or two inputs and one output, such

as ∧(AND), ∨(OR), ⇁(NOT), ⇒(implication), ⇔(if and only if);
3. and parentheses.

A truth assignment for a Boolean formula ϕ is a set of values for the variables in ϕ. A
satisfying truth assignment is a truth assignment that causes ϕ to be evaluated as true. A
Boolean formula with a satisfying truth assignment is satisfiable. The problem SAT asks
whether a given Boolean formula is satisfiable [7]. We define a CNF Boolean formula using
the following terms:

A literal in a Boolean formula is an occurrence of a variable or its negation [4]. A Boolean
formula is in conjunctive normal form, or CNF , if it is expressed as an AND of clauses, each
of which is the OR of one or more literals [4]. A Boolean formula is in 3-conjunctive normal
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form or 3CNF , if each clause has exactly three distinct literals [4]. For example, the Boolean
formula:

(x1∨ ⇁ x1∨ ⇁ x2) ∧ (x3 ∨ x2 ∨ x4) ∧ (⇁ x1∨ ⇁ x3∨ ⇁ x4)

is in 3CNF . The first of its three clauses is (x1∨ ⇁ x1∨ ⇁ x2), which contains the three
literals x1, ⇁ x1, and ⇁ x2. In computational complexity, not-all-equal 3-satisfiability
(NAE–3SAT) is an NP–complete variant of SAT over 3CNF Boolean formulas. NAE–3SAT
consists in knowing whether a Boolean formula ϕ in 3CNF has a truth assignment such that
for each clause at least one literal is true and at least one literal is false [7]. NAE–3SAT
remains NP–complete when all clauses are monotone (meaning that variables are never
negated), by Schaefer’s dichotomy theorem [13]. We know that the variant of XOR 2SAT

that uses the logic operator ⊕ (XOR) instead of ∨ (OR) within the clauses of 2CNF Boolean
formulas can be decided in polynomial time [9], [11]. Despite of its feasible computation, we
announce another problem very similar to this one but in NP–complete.

▶ Definition 1. Monotone Exact XOR 2SAT (EX2SAT)
INSTANCE: A Boolean formula φ in 2CNF with monotone clauses using logic operators

⊕ and a positive integer K.
QUESTION: Does φ has a truth assignment such that there are exactly K satisfied

clauses?

▶ Theorem 2. EX2SAT ∈ NP–complete.

A homogeneous Diophantine equation is a Diophantine equation that is defined by a
polynomial whose nonzero terms all have the same degree [5]. The degree of a term is the
sum of the exponents of the variables that appear in it, and thus is a non-negative integer [5].
In a general homogeneous Diophantine equations of degree two, we can reject an instance
when there is no solution reducing the equation modulo p. We define a decision problem:

▶ Definition 3. ZERO-ONE Homogeneous Diophantine Equation (HDE)
INSTANCE: A homogeneous Diophantine equation of degree two

P (x1, x2, . . . , xn) = B

with the unknowns x1, x2, . . . , xn and a positive integer B.
QUESTION: Does P (x1, x2, . . . , xn) = B has a solution u1, u2, . . . , un on {0, 1}n?

▶ Theorem 4. HDE ∈ NP–complete.

▶ Definition 5. Bounded Homogeneous Diophantine Equation (BHDE)
INSTANCE: A homogeneous Diophantine equation of degree two

P (x1, x2, . . . , xn) = B

with the unknowns x1, x2, . . . , xn and two positive integers B, M .
QUESTION: Does P (x1, x2, . . . , xn) = B has a solution u1, u2, . . . , un on integers such

that 0 ≤ ui < M for every 1 ≤ i ≤ n?

▶ Theorem 6. BHDE ∈ NP–complete.
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2 Proof of Theorem 2

Proof. Let’s take a Boolean formula ϕ in 3CNF with n variables and m clauses when all
clauses are monotone. We iterate for each clause ci = (a ∨ b ∨ c) and create the conjunctive
normal form formula

di = (a ⊕ ai) ∧ (b ⊕ bi) ∧ (c ⊕ ci) ∧ (ai ⊕ bi) ∧ (ai ⊕ ci) ∧ (bi ⊕ ci)

where ai, bi, ci are new variables linked to the clause ci in ϕ. Note that, the clause ci has
exactly at least one true literal and at least one false literal if and only if di has exactly one
unsatisfied clause. Finally, we obtain a new formula

φ = d1 ∧ d2 ∧ d3 ∧ . . . ∧ dm

where there is not any repeated clause. In this way, we make a polynomial time reduction
from ϕ in NAE–3SAT to (φ, 5 · m) in EX2SAT . Certainly, ϕ ∈ NAE–3SAT if and only
if (φ, 5 · m) ∈ EX2SAT , where the new instance (φ, 5 · m) is polynomially bounded by
the bit-length of ϕ. At the end, we see that EX2SAT is trivially in NP since we could
check when there are exactly K satisfied clauses for a single truth assignment in polynomial
time. ◀

3 Proof of Theorem 4

Proof. Let’s take a Boolean formula φ in XOR 2CNF with n variables and m clauses when
all clauses are monotone and a positive integer K. We iterate for each clause ci = (a ⊕ b)
and create the Homogeneous Diophantine Polynomial of degree two

P (xa, xb) = x2
a − 2 · xa · xb + x2

b

where xa, xb are variables linked to the positive literals a, b in the Boolean formula φ. When
the literals a, b are evaluated in {false, true}, then we assign the respective values {0, 1} to
the variables xa, xb (1 if it is true and 0 otherwise). Note that, the clause ci is satisfied if
and only if P (xa, xb) = 1 (otherwise P (xa, xb) = 0). Finally, we obtain a polynomial

P (x1, x2, . . . , xn) = P (xa, xb) + P (xc, xd) + . . . + P (xe, xf )

that is a Homogeneous Diophantine Polynomial of degree two. Indeed, K satisfied clauses in
φ for a truth assignment correspond to K distinct small pieces P (xi, xj) of the Homogeneous
Diophantine Polynomial of degree two equal to 1 after its evaluation on xi, xj . In this way,
we make a polynomial time reduction from (φ, K) in EX2SAT to (P (x1, x2, . . . , xn), K) in
HDE. Certainly, (φ, K) ∈ EX2SAT if and only if (P (x1, x2, . . . , xn), K) ∈ HDE, where
the new instance (P (x1, x2, . . . , xn), K) is polynomially bounded by the bit-length of (φ, K).
At the end, we see that HDE is trivially in NP since we could check whether an evaluation of
x1, x2, . . . , xn in the solution u1, u2, . . . , un on {0, 1}n is equal to K in polynomial time. ◀

4 Proof of Theorem 6

Proof. This is trivial since we can make a polynomial time reduction from (P (x1, x2, . . . , xn), B)
in HDE to (P (x1, x2, . . . , xn), B, 2) in BHDE (i.e. using M = 2). Due to HDE is in
NP–complete, then BHDE is in NP–hard. Finally, we know that BHDE is in NP . Con-
sequently, BHDE is also in NP–complete. ◀
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5 Conclusions

We show the NP–completeness in the problem of deciding whether a homogeneous Diophantine
equations of degree 2 has a solution residues of modulo a single positive integer. The whole
reduction algorithm runs in polynomial time since we can reduce SAT to NAE–3SAT in
a feasible way: This is a trivial and well-known polynomial time reduction [13]. We could
transform this algorithm to an optimization problem that is algorithmically practical solving
P-Selective Sets on SAT instances that works better when both formulas have approximately
the same number of variables and clauses [8]. The whole algorithm is based on the problem
of quadratic optimization without constraints which is feasible when we do not restrict the
variables to be integers [3]. Certainly, the conversion of a clause ci = (a ⊕ b) into a small
piece of Homogeneous Diophantine Polynomial of degree two on residues of modulo 2

P (xa, xb) = x2
a − 2 · xa · xb + x2

b = (xa − xb)2

works for integers xa, xb ∈ {0, 1} and real values 0 ≤ xa ≤ 1 and 0 ≤ xb ≤ 1 at the same
time, since the expression (xa − xb)2 is maximized to the optimal value of 1 only on solutions
in {0, 1} for both cases according to our described and explained reduction.

We implement a software solution to this problem, specifically dealing with the problem
P–Selective–SAT, that runs feasible using the algorithm PRAXIS (PRincipal AXIS): PRAXIS
is a gradient-free local optimization via the “principal-axis method” of Richard Brent [3]. We
use the Scala programming language for making the whole reduction from SAT to NAE–3SAT
in a simple way [10]. Finally, we generate and run the Julia scripts that approximate using
PRAXIS to a very good optimization value for deciding which is one is the satisfiable
one between two Boolean formulas with approximately the same number of variables and
clauses [2]. The whole project was developed by the author and it is available in GitHub
on MIT License [15]. Note that, the performance of the Julia scripts is much better in our
application when we re-run for at least a second time (we can obtain a wrong or worsen value
from the first time, but a too much better result as long as you increase the number of running
times: remember we are using also a local optimization for bringing a faster and feasible
response) [12]. We use the DIMACS files as input (http://www.satcompetition.org/2009/
format-benchmarks2009.html) and test it from the well-known dataset SAT Benchmarks
(https://www.cs.ubc.ca/~hoos/SATLIB/Benchmarks/SAT/DIMACS/AIM/descr.html).

Besides, we notice that we could transform our original reduction to solve SAT instances
where we tested it with not so large instances and the solution was always correct. The
whole algorithm is based on the problem of several quadratic constraints which is feasible
when we do not restrict the variables to be integers. We use again the Scala programming
language for making the whole reduction from SAT to NAE–3SAT in a simple way [10].
Finally, we generate and run the Python scripts that uses Z3 that is a theorem prover from
Microsoft Research for solving Boolean formulas and provide the appropriate certificate
only for the satisfiable ones [6]. The whole project was developed by the author and it is
available in GitHub on MIT License [14]. We will try to make some tests of this solver in the
SAT Community that uses the platform StarExec under the user of “frank_vega” [1]. It is
good to take into account that the Israel Journal of Mathematics and the 13th International
Conference on Algorithms and Complexity (CIAC 2023) were agreed that our original
reduction was correct, but they focused principally that the author did not mention any
practical application and so, the paper would have solely an educational purpose which is not
a sufficiently merit to be published. For that reason, this section and the developed software
has an important role in the objectives of this manuscript.
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