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Abstract. The rapid spread of the Coronavirus and its threat to humanity 

prompted us to search for the best ways to diagnose this disease since the tradi-

tional PCR method is limited in number and its sensitivity to the disease reach-

es 70% and takes time. One of the proposed methods for diagnosing Covid is 

through CT images, and since CT images require specialized and experienced 

radiologists and their number is small compared to the number of infected peo-

ple. So we proposed an automatic COVID diagnosis through CT images using 

deep learning. An effective network for classifying images is CNN.  

Two datasets were obtained from the Kaggle website. Two groups were formed 

by merging the first images consisting of (2924) CT images and the second 

consisting of (4153) images. 

Where a model was proposed consisting of three CNN models, one trained from 

scratch (MuNet), which was selected through which it was compared with two 

other networks using dataset1 and the other two were pre-trained (ResNet50, 

and InceptionV3) were selected after training several models (DenseNet121, 

MobileNetV2, NASNetMobile, VGG16, EfficientNetB0, ResNet50, and Incep-

tionV3) on dataset2 and they obtained the best accuracy within 20 epochs. Be-

fore training the networks we did a pre-processing step to standardize and aug-

ment the data. In the third step after training the three models, the ensemble 

method is used to obtain the best accuracy among them.  

The proposed model after training the proposed networks over 40 epochs ob-

tained the accuracy (1.00), Sensitivity (1.0000), and Specificity (0.9950) for 

training, and accuracy (0.91) and Sensitivity (0.9529) and Specificity (0.8525) 

for testing. 

Keywords: Diagnosing COVID-19, CNN, CT scan. 

1      INTRODUCTION 

Coronaviruses consist of seven types, only four of which infect humans. The infection 

is a common cold in its most straightforward cases and reaches severe acute respirato-

ry syndrome (SARS). Recently, a new type appeared, "COVID_19", which causes 

infectious diseases, according to what was stated by the World Health 

Organization[1]. 
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The first appearance of the new type was in Wuhan city, China. From there, it spread 

all over the world[2]. 

Patients with this type suffer from dry cough, fever, fatigue, and even loss of smell 

and taste in its most severe cases. 1 in 5 patients suffers from complications such as 

pneumonia. 

They appear in CT as ground-glass opacity (GGO), patchy multifocal consolidation, 

or crazy paving. 0.02 Of the infected die, especially the elderly and those with medi-

cal problems[1][3]. 

        One of the methods of diagnosing this epidemic is RT-PCR. Recent reports have 

shown that CT is more sensitive to the diagnosis of the disease than PCR. 

Since the cases of infection and suspicion are increasing, the mechanism for determin-

ing lung lesions manual is a daunting task. It requires intense effort, so we need a 

rapid automatic diagnosis to assess the disease[4][5][6].  

         Recently, Deep learning technology has become popular in medical image pro-

cessing due to the rapid growth of artificial intelligence and its strong feature repre-

sentation. [7]In particular, the convolutional neural network (CNN) has demonstrated 

high performance in image classification compared to image processing techniques in 

the ImageNet Visual Recognition Challenge at a Large Scale (ILSVRC) 2012. [7] The 

precision of a convolutional neural network increases the deeper it is, but at the same 

time, it causes over-fitting or vanishing gradient problems. To solve this problem, we 

resort to a parallel CNN. The proposed model consists of Transfer learning models. 

The results of the models are combined through ensemble Methods. 

1.1     Related Works 

1. Khumancha et al. (2019)[2] proposed two network models. The first is to detect 

nodules, and the other is to diagnose cancer using two datasets. Due to the first 

group's paucity, data augmentation of the data was used to train the CNN model for 

nodule diagnosis. After it obtained an accuracy of 89%, it was applied to the sec-

ond database to detect nodules. The second model divides the tomography images 

of the second database and multiplies them with the original images, then counting 

the nodules in the form of cubes according to the first model's coordinates. The 

proposed model achieved 90% accuracy. 

2. Sathish et al.(2020)[3] proposed a two-stage framework for lung segmentation and 

nodule detection. Lung segmentation training is on a modified version of SUMNet. 

Then, LeNet is used to treating the stains extracted from the cutting process after 

modifying the third convolutional layer of the kernel. 

3. Li et al.(2020) [8] developed for COVID-19 diagnosis a tool transfer Learning 3D 

using a CT scan. The first part is pre-processed for 3D CT. Then the ROI (lungs) is 

extracted using U-Net. As for the second part depends on extracting the features 

maps by ResNet-50 model then be max-pooled. The third and final part is feeding 

a fully connected layer with the feature maps and used "soft-max" as an activation 

function for multi-class (COVID-19, CAP, and non-pneumonic). AUC recorded is 

0.96. 
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4. Khalifa et al.(2020)[9] proposed a model consisting of three main blocks and bina-

ry classification. In the first block, GAN was used to increase the data. The second 

block's task is to train and validating using transfer learning models to minimize 

training time, mathematical calculations, and hardware resource usage. As for the 

third block task, it is the test where the Shufflenet achieved the highest accuracy. 

5. Apostolopoulos et al.(2020)[10] evaluated the transfer learning models' perfor-

mance for the detection of COVID-19 using X-ray images from two datasets. 

Group A consists of 224 photos confirmed with COVID_19, 700 pictures of bacte-

rial infection, and 405 natural images. Group B: 224 with COVID_19, 714 pictures 

of pneumonia (bacterial with viral), and 504 pictures of normal. The best result ob-

tained by binary classification MobileNet. 

6. Loey et al.(2020)[11] proposed a model consisting of dataset preprocessing and 

then using transfer learning to train. This database consisted of 749 CT images. 

The test's accuracy was estimated using a confusion matrix, where transfer learning 

models were evaluated to diagnose COVID_ 19 using the original dataset and with 

the preprocessing procedure. Resnet50 achieved the highest accuracy of 82% with 

preprocessing. 

7. Ko et al.(2018)[12] proposed a way to detect lung opacities using an ensemble of 

CNN on chest radiographs (CXR). the proposed model collects a results 2 Mask R-

CNN and 3 RetinaNet models by majority weighted voting ensemble method 

where this method outperformed individual models. 

1.2 Materials 

In the next sections, we'll go over the dataset and methods we employed. 

Dataset. Dataset consists of (4153) CT images (2,167) of which contain COVID-19 

(1986) CT images of a healthy person. 

(1229) CT image of the intact image obtained from 

https://www.kaggle.com/plameneduardo/sarscov2-ctscan-dataset?select=non-COVID. As 

(2924) obtained from https://www.kaggle.com/kerneler/starter-a-covid-multiclass-dataset-of-

9486b3eb-d. 

1.3 Proposed method 

The proposed method consists of three stages: 
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Pre-processing stage. The pre-processing stage includes all the preliminary pro-

cesses that are performed straightforwardly on the dataset to get ready for the train-

ing and testing stage. The pre-processing stage consists of four steps include: 

Resize, segmentation, Data augmentation, and Normalization. 

 

 Resize.  Resize image into 224. 

 Data augmentation. The data augmentation process is one of the essential pro-

cesses in deep learning, especially CNN, which requires a large number of data to 

be trained to obtain high accuracy. Therefore, the Data augmentation process is one 

of the processes used to solve the problem of data shortage that researchers face in 

this field. The data augmentation process is done by creating artificial differences 

in the image that create new images that are different from the existing ones. The 

differences are either by zooming or rotating the image to a certain degree or crop-

ping the current images[11][13]. 

 Segmentation lung. Segmentation for Lung CT image is a fundamental step for 

lung image analysis, and it is a necessary step in providing an accurate lung. It 
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Fig 1: The overall proposed methodology structure for classification COVID_19 
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aims to obtain the areas of interest, which are the lungs. To get a lung mask, CT 

images go through six: Binarization, Clear Border, Labeling, Erosion, Closure, and 

Filling Holes, as shown in fig (1). It starts with the binarization and ends with fill-

ing in the holes, and we finally get the binary lung mask[2].  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Binarization: The method of transforming a pixel image to a binary image is 

known as binarization. The picture is first changed to grayscale. Using the Otsu 

method. 

Clear Border:  The aim of Clear Border is to get rid of the blobs that are linked to 

the lungs' boundary. This is accomplished by using a straight border. Structures 

that are lighter than their surroundings and are bound to the picture boundary are 

suppressed by a clear border. 

Labeling the Image: Labeling the Image at this point, the regions in the binary im-

age that are made up of connected pixels are labeling. Different labels are given for 

different regions. After that, the two largest areas are preserved. 

Erosion: This is one of the most widely used morphological image processing 

techniques. It's most commonly used on binary images. The operator's primary ef-

fect on a binary picture is to erode the boundaries of foreground pixel regions (i.e., 

white pixels, typically). As a result, foreground pixel areas shrink in size, while 

holes within those areas grow. This move is crucial because it removes the nodules 

from the blood vessels in the lungs. 

Closure Operation: Closure Operation is a dilation accompanied by erosion that is 

used to close the wound. Dilation has the primary effect of gradually enlarging the 

boundaries of foreground pixels in a binary picture (i.e., white pixels, typically). 

Closing fills in gaps in regions while maintaining their original sizes. This move is 

necessary to keep the blobs attached to the lungs' walls. 

• Filling Holes: Filling Holes is to fill the gaps in the lungs' binary mask. 

CNN parallel stage. This stage includes a model consisting of parallel CNN models. 

The main aim of it is to predict the presence or absence of Covid_19. CNN Parallel 

consists of a network built from scratch called MuNet and two pre-trained networks 
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Fig 1: Segmentation operation 
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that are fed with CT images resulting from the pre-processing stage (ResNet50 and 

InceptionV3)[14][15]. As shown in the fig (1). 

 

Table 1. The summary representation of MuNet 

No of 

block 

Layers(type) Shape of the output Params_

no 

1 

conv2d (Conv2D)(3,3) None, 224, 224, 32 896 

Activation(‘relu’) None, 224, 224, 32 0 

MaxPooling2D(2,2) None, 112, 112, 32 0 

Dropout(0.2) None, 112, 112, 32 0 

Batch_normalization None, 112, 112, 32 128 

2 

conv2d_1 (Conv2D)(3,3) None, 112, 112, 16 4624 

activation_1 (‘relu’) None, 112, 112, 16 0 

MaxPooling2D_1 (2,2) None, 56, 56, 16 0 

Dropout_1(0.2) None, 56, 56, 16 0 

Batch_normalization_1 None, 56, 56, 16 0 

3 Flatten None, 50176 0 

Dropout_2(0.2) None, 50176 0 

4 

Dense None, 32 1605664 

activation_2 (‘relu’) None, 32 0 

Dropout_3(0.2) None, 32 0 

Batch_normalization_2 None, 32 128 

5 

Dense_1 

 

None, 2 

 

66 

activation_3('softmax') None, 2 

 

0 

6 
Total parameters: 1,611,570 

Trainable parameters: 1,611,410 
Non-trainable parameters: 160 

MuNET. is used to categorize images into COVID and non-COVID binary classifica-

tions, as shown in Table 1. 

The ResNet-50.  network consists of 50 layers[14]. A deep network is used to obtain 

high accuracy in complex tasks (meaning the number of layers in the network is 

deeper). The deep network causes degradation[16] and overfitting, so we have relied 

on ResNet-50  to solve these problems. 

During the training process, each layer learns the lowest and highest level features in 

a neural network. In residual learning, the model learns some of the remainder rather 

than features[17]. 

InceptionV3. This model combines features from several filters to enhance the net-

work's overall performance. 
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Convolution is typically performed by neural network architecture on a spatial and 

channel-by-channel basis. However, Inception architecture ignored spatial dimensions 

by performing a 1*1 convolution, followed through cross-channel and cross-spatial 

correlations using 3*3 and 5*5 filters[18]. 

The the inception architecture is 27 layers deep and uses numbers of features from 

numbers of filters to improve the network's overall performance. Inception architec-

ture has produced excellent results when combined with other models. 

 

Ensemble method. It is a method of combining predictions of multiple models 

trained on the same dataset and using the results of the grouped prediction. 

The purpose of the ensemble methods is to improve the accuracy of results, as the 

accuracy of results, the higher they are, the better and safer, especially in the subject 

of research being a medical field and its direct impact on human life[19]. 

The individual models, when trained, do not give the same results, that is, each model 

has advantages and disadvantages that differ from the other model, so when they 

blood, they will complement one another[12][20][21]. 

Ensemble learning is named for the fact that it can reduce prediction variance and 

create good predictions than a single model. Ensemble learning collected the predic-

tions of the three models used and by using equation (1). 

 

 

1.3  Results and Evaluation 

 

Dataset 1 contains 4,153 CT images of two poisonings, one Covid and the other non-

Covid. During the pre-processing step, the data set was expanded to (4489) using data 

augmentation techniques. 

Data set 1 was separated into a training set and a test set, with the training set ac-

counting for 80% of the original set (3591) and 20% of the test set (898) CT scans. 

The verification set accounts for 20% of the entire training set. 

Classification accuracy, Precision, Recall, and F1 Score were used to find and evalu-

ate the results. As shown in the following equations[20][22]. 
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According to the table (2) of Confusion Matrix. 

 

                                Table 2: The Confusion Matrix CM 
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Yes True positive 

(TP) 

True Negative 

(TN) 

No False positive 

(FP) 

False Negative 

(FN) 

After completing the preprocessing stage, the images will be entered into the three 

models in parallel.  

The first model is designed and trained from scratch, or the other two models are pre-

trained models on the ImageNet dataset.  

Table (3) shows the implementation of seven pre-trained models and the MuNet mod-

el on the proposed dataset. The two models with the highest accuracy (ResNet50 and 

InceptionV3) were chosen to be within the proposed method, where they get (0.9939 

and 0.9971) respectively. 
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Table 3: illustrates the accuracy and loss of the eight models with a learning rate of (0.0001) 

within 20 epochs. 

Model Loss accuracy Val_loss Val_acc 

No. of 

layers 

for train-

ing 

Average 

epoch 

time in 

seconds 

MuNet 0. 0942 9.0 723 0.6984 0.7529 All 207 

DenseNet121 0.3373 0.9417 0.4077 0.8626 20 469 

MobileNetV2 0.0096 0.9971 0.5615 0.8037 7 145 

NASNetMobile 0.1829 0.9373 0.5300 0.7656 21 210 

ResNet50 0.0184 0.9939 0.2882 0.9226 34 571 

VGG16 0.0374 0.9830 0.5502 0.8487 11 1609 

InceptionV3 0.0181 0.9971 0.3865 0.8764 20 208 

EfficientNetB0 0.3575 0.8337 0.6617 0.7055 20 229 

Table (4) shows the confusion matrix results for the proposed model for the three 

models (MuNet, ResNet50, and InceptionV3) after 20 periods. An accuracy, sensitivi-

ty, and specificity, the proposed model was obtained on (0.99, 0.9910, and 0.9933) 

respectively for training.   As for the test set, the accuracy (0.90), sensitivity (0.9552), 

and specificity (0.8578) were obtained. 

Table 4: Results the Confusion Matrix metrics after ensemble method. 

Predictive Precision Recall F1 Score 

COVID 0.99 0.99 0.99 

NonCOVID 0.99 0.99 0.99 
The number of epochs was increased to increase the accuracy of the proposed model to 40 
epochs. Table (5,6) presents the results of the accuracy of the three models used in the proposed 
model and the confusion matrix for the model, respectively. 

Table 5:  illustrates the accuracy and loss of the three models with 40 epochs 

Model Loss Accuracy 
val_loss 

 
val_accura 

MuNet 0.0545 0.9876 0.9352 0.7229 

ResNet50 0.0372 0.9882 0.3871 0.9307 

InceptionV3 0.0090 0.9977 0.4458 0.8730 
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Table 6: Results the Confusion Matrix metrics with ensemble method after 40 epochs. 

Predictive Precision Recall F1 Score 

COVID 0.99 1.00 1.00 

NonCOVID 1.00 1.00 1.00 

The training set obtained accuracy (1.00), sensitivity (1.0000), and specificity 

(0.9950). As for the test, the accuracy, sensitivity and specificity were obtained (0.91, 

0.9679 and 0.8525) respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig2: Training and validation accuracy and loss for MuNet after 40 epochs. 

Fig3: Training and validation accuracy and loss for ResNet50 after 40 epochs. 
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2         Conclusion 

Data augmentation may be effective in certain models and with other models it 

may not. A very large dataset of CT images is very necessary to increase valida-

tion accuracy. Segmentation lung does not have a significant effect as the images 

used in the dataset are mostly from the lungs. Pre-trained models on a large da-

taset give higher validation accuracy than trained from scratch when using the 

same dataset. The process of transferring knowledge from some pre-trained mod-

els has proven to be effective in saving time and compensating for the lack of da-

ta. Some models failed in one dataset and proved their worth in the other. 

Some models give an overfitting in training and may not give it in training, as we 

noticed in the model (ResNet50) which gave us overfitting when trained within 

20 epochs and when re-training within 40 did not give it overfitting. 

The maximum norm used in the model (MuNet) improves the accuracy of the 

model as it is a constraint of weights and makes it close to the required values. 

The ReLU activation function is used in the Features Extraction Model to extract 

salient features and neglect weak features, which results in dealing with different 

lighting conditions. The use of dropout in the models reduces overfitting. 

Fig4: Training and validation accuracy and loss for InceptionV3 after 40 epochs. 



12 

The Ensemble method has proven to be effective in increasing accuracy, as it 

combines more than one model that is if the other model fails, it is covered, and 

thus we always get the best result. Future work is a comparative study using the 

X-ray dataset. Or use the segmentation method using the mask RNN. 
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