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Abstract—The Data Science and Advanced Analytics (DSAA)
2023 competition [1] focuses on proposing link prediction
methods to solve challenges about network-like data structure,
such as network reconstruction, network development, etc.,
from articles on Wikipedia. In this challenge, our ”UIT Dark
Cow” team proposes the Mutual Attention Transformer (MAT)
method to predict if there is a link between two Wikipedia
pages. Our method achieved the 5th and 4th position on the
leaderboard for the public and private tests, respectively. Our
source code is publicly available for the ease of experimen-
tal re-implementation at the following link: https://github.com/
minhquan6203/source-code-dsaa-2023.

Index Terms—DSAA 2023, Link Prediction, Attention, Trans-
former

I. INTRODUCTION

The DSAA (Data Science and Advanced Analytics) 2023 is
a part of the DSAA 2023 conference. This challenge aims to
discover effective approaches that can indicate whether or not
a link exists between two Wikipedia pages. In particular, given
a pair of nodes (u,v) along with information about each node,
the main objective is to determine if there is a link between
the two nodes, in which the label of 1 indicates “yes” and
the label of 0 indicates "no”. The final decision will be based
on the effectiveness of the method (the score), performance
(the required time for the training and testing process), and
the novelty of the proposed method.

By successfully predicting the presence or absence of a link,
we contribute to exploring the underlying connections and
relationships available in the Wikipedia network. The outcome
of this task is essential for various applications such as network
reconstruction, recommendations, and understanding network
evolution.

In this paper, we present the Vanilla Fully Connected (VFC)
method and the Mutual Attention Transformer (MAT) method.
The VFC method only uses id information. In contrast, the
MAT method can use the id and textual information of
both nodes. Based on the results of the competition, we can
confidently confirm that the VFC and MAT are effective in
solving the task proposed in DSAA Challenge 2023.

II. RELATED WORKS
A. Graph Neural Networks

Zhang et al. [2] have highlighted that heuristics often rely
on strong assumptions regarding the likelihood of connections
between nodes, leading to limited effectiveness when these
assumptions do not hold in certain networks. Consequently, the
authors have proposed a methodology for extracting localized
subgraphs surrounding target links. The objective of their study
was to develop a function that can map subgraph patterns
to the existence of links, facilitating the automatic learning
of a tailored “heuristic” suitable for the specific network
under analysis. Through their findings, which indicated that
local subgraphs possess valuable information pertaining to link
existence, the authors introduced a novel approach for learning
heuristics based on Graph Neural Networks (GNNs). The
utilization of GNN-based techniques enables the capture and
utilization of structural characteristics within the subgraphs,
enabling accurate predictions regarding the presence or ab-
sence of links.

B. Graph Convolution Embedded LSTM

GC-LSTM [3] is a graph convolution embedded LSTM
networks for dynamic link prediction. GC-LSTM has some
merits over existing methods, such as being able to capture
both the local and global structural changes of the graph
over time by using graph convolutional networks (GCNs),
being able to handle graphs with varying sizes and densities
by using long short-term memory networks (LSTMs), having
the capacity to learn from node and edge features through
the utilization of feature matrices as inputs to GCNs and
LSTMs, this approach becomes more practical compared to
many existing methods that exclusively handle removed links.
Moreover, it enables the prediction of both added and removed
links.

C. Graph Transformer Networks

The Graph Transformer Networks (GTNs) was introduced
in 2019 by Seongjun et al. [4] as an innovative approach
aimed at addressing the limitations of previous methods
based on Graph Neural Networks (GNNs) in tasks such as



Link Prediction and Node Classification [5]. Previous GNN-
based methods [6] were primarily designed to learn node
representations on fixed and homogeneous graphs, thereby
encountering challenges when dealing with misspecified or
heterogeneous graphs comprising diverse node and edge types.
In order to overcome these limitations, GTN was proposed
as a solution capable of generating novel graph structures.
This involves identifying meaningful connections between
initially unconnected nodes within the original graph while
concurrently learning effective node representations on these
newly constructed graphs in an end-to-end manner. To evaluate
the performance of GTNs, comparisons were made against
state-of-the-art methods that rely on predefined meta-paths
derived from domain knowledge [6]. Notably, GTN demon-
strated superior performance in all three benchmark node
classification tasks, thereby eliminating the need for domain-
specific graph preprocessing.

D. Dynamic Self-Attention Networks

Dynamic Self-Attention Networks (DySAT) was introduced
by Aravind et al. [7]. DySAT is a deep neural network that
leverages self-attention mechanisms to learn node representa-
tions on dynamic graphs. DySAT has some advantages over
existing methods, such as being able to capture both the local
and global structural changes of the graph over time, being
able to handle graphs with varying sizes and densities, and
being able to learn from both node and edge features. DySAT
has demonstrated its effectiveness on link prediction tasks on
different types of dynamic graphs, such as communication
networks and bipartite rating networks.

III. PROPOSED METHODS
A. Task Definition

In the DSAA 2023 Challenge, participants are given a
dataset of node pairs (u,v) and need to predict if there is
an edge between them. The task focuses on link prediction
for Wikipedia articles, where the goal is to determine if a link
exists between two Wikipedia pages. The dataset has been
modified to remove 20% of the information, including positive
and negative pairs. Positive pairs indicate the presence of an
edge, while negative pairs indicate its absence.

B. Data Pre-processing

In order to carefully prepare the data for the modeling step,
we applied some pre-processing techniques as detailed in the
following:

1) Removing unnecessary characters: Before starting to
train the model, we removed unnecessary characters
such as punctuation, special characters, numbers or other
special characters that have no language meaning.

2) Removing stop words: We removed common words in
the English language and words that appear a lot in the
dataset but these words do not have important meanings.

3) Lowercasing: We finished this with the main purpose
of converting text to lowercase to homogenize text data
and avoid unnecessary duplication.

C. Vanilla Fully Connected

We conduct experiments to discover whether or not there is
a correlation between the nodes by their id. To this end, we
propose the Vanilla Fully Connected Method (VFC), which
contains an embedding module to vectorize the id of nodes
as input. Then we concatenate the outcome vectors in order
to form the final features for classifying the output showing
whether there are any edges between given nodes or not. A
detailed structure of VFC method is illustrated in Figure 1.
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Fig. 1: The structure of Vanilla Fully Connected.

However, when training a deep neural network, an important
problem that can arise is gradient vanishing. This occurs
when the gradient of the loss function degenerates to zero
as it propagates back through the layers of the network,
causing weight updating to become very slow or nothing to be
updated. To avoid gradient vanishing, two important weighted
initialization ways, Xavier Initialization and He Initialization
are used. The results are shown in TableV.

Xavier Initialization [8], designed to maintain approxi-
mately the same gradient magnitude across each layer of the
neural network. The VFC method uses Xavier Initialization
for embedding weights.

He Initialization [8], similar to Xavier Initialization, but
more suitable for models that use an activation function with
no bounds. With FC layers, this initialization way is applied.

D. Mutual Attention Transformer

In the following section, we will show that the VFC
method successfully achieved the nearly absolute score on
the public test and private test in the dataset given in the
DSAA Competition 2023, we can simply model the assigned
task using the id of nodes only. However, in the context of
the link prediction task, we want to research the underlying
relationships between two nodes of passages rather than using
their id. The VFC method can be effective on this particular
dataset, but it is not fit for the link prediction task in general.
Accordingly, we developed another method to meet the natural
requirement of the link prediction task.

We want to jointly learn the mutual relation between the
information of given two nodes of passages, then classify
them as connected or not depending on the extracted mutual
information. From that on, we inspired the proposed method
for the multimodal learning task. In particular, we inherited
the co-attention technique of VILBERT [9]. The co-attention
technique parallelly learns the information which is presented



in the image that benefits the given question and vice versa in
order to obtain the guided features. After that, they fuse these
two guided features to finally select the appropriate answer.
In the DSAA competition 2023, we designed the Mutual
Attention (MA) module (Figure 2) following the co-attention
technique to learn the mutual information of two nodes and
then determine the existence of a link between them.
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Fig. 2: Mutual Attention Module.

The passages of two input nodes are first forwarded through
an embedding module to obtain the feature vectors. Then,
these feature vectors are fed into the MA module where the
information between the passages in two nodes is mutually
attended by the other and self-attention by themselves. Then,
these two attended features will be concatenated. This fused
vector is then passed through the linear layer to classify into
two categories. This method uses cross entropy loss instead of
binary cross entropy loss because we want the MAT method
can be adaptable to other related tasks when the number of
distinct labels is more than two such as fact-checking, sentence
pair classification, natural language inference, etc. Figure 3
below describes the method we designed, which uses the MA
module to solve this problem.
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Fig. 3: The structure of Mutual Attention Transformer.

Moreover, through testing, we found that the id of the nodes
in this dataset plays a very important role. By using them, we
can train the VFC method to get a high score. In order to
incorporate the pattern of id to this method, we redesigned
the MAT method to be able to use the id in combination with
the passages in each node. The result of using both the id and
the passages is more effective than using only passages. We
will analyze this behavior carefully in Section IV-D.

IV. EXPERIMENTAL RESULTS

A. The evaluation metric

The evaluation metric for this competition [1] is Macro F1-
Score determined by:
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B. Experimental Configuration

For the MAT method, the pre-trained language model which
is in our experiment is BERT-base-uncased [10]. This pre-
trained language model is used as the embedding module for
the passages of nodes as input. By default, we did not freeze
it for best performance. Pre-trained weights of BERT-base-
uncased were loaded from the checkpoint of Huggingface.

We used PyTorch’s Embedding (torch.nn.Embedding) as the
embedding module for the VFC method. Detailed information
about the hyperparameters is presented in Table I.

We trained our proposed methods using an Intel Xeon CPU
consisting of two virtual CPUs (vCPUs) and 13GB of RAM.
To efficiently handle the substantial data size, we have opted
for an NVIDIA Tesla K80 GPU equipped with 15GB of
VRAM (Video Random Access Memory).

TABLE I: Configurations for each method.

Hyperparameters MAT VFC
embedding bert-base-uncased  torch.nn.Embedding
freeze False -
batch size 150 1024
max length 64 -
epoch 100 100
patience 5 5
optimizer AdamW Adam
learning rate 3x107° 1x1073
metric evaluate F1-Score F1-Score
dropout 0.2 0.2
dim of model 128 256

loss function Cross entropy Binary cross entropy

C. Results

The competition results of our methods are displayed in
Table II. Both methods yielded excellent results, which can
be seen as successfully solving the problem presented by the
competition. Each of the methods we propose has its own
advantages and disadvantages.

With the VFC method, although the training time is very
short, only a couple of minutes for each epoch with F1-Score
is almost perfect, but this method is unable to exploit textual
information. Consider the MAT method, although the training
time is longer than the VFC method, it has maximized the
information from the provided dataset along with the excellent
performance it brings.

TABLE II: Results on the public and private tests.

Method Public test Private test
VFC (ours) 0.99999 1.00000
MAT (ours) 0.99996 1.00000




D. Ablation study

As described in the previous section, we have various
scenarios to provide input for our proposed methods: using
only id, using only passages, and using both id and passages.

From Table II, the VFC method performed excellently in
the required training time and performance in the public and
private tests. However, in order to make full usage of the
information from the dataset and to fit the task definition, we
extended to use the passages of nodes that the VFC method
can not handle. While training the MAT method, we found that
if we omit the id information, the performance is significantly
worse than the VFC method, while the combination of both the
text information and the id information leads to better results.

The results of the MAT method are equal to those of the
VFC method when being provided id and passages, but they
have a longer training time. The MAT method has completely
solved the problem of giving two nodes and each node’s
information, indicating whether there is a link edge or not
between them.

TABLE III: Detailed results for each method.

Method Public test Private test
id 0.99999 1.00000
VFC passages - -
id + passages
id - -
MAT passages 0.99953 0.99950
id + passages 0.99996 1.00000

TABLE IV: Total training time. w Init stands for with initial-
ization and w/o Init stands for without Initalization.

Method number of epochs total training time

VEC w Init 2 4 mins
VEC w/o Init 5 10 mins
MAT 2 3 hours

When training the VFC method on the dataset, we con-
ducted two distinct scenarios: with and without initialization.
Upon the completion of the training process, the results exhib-
ited that utilizing the initializer leads to superior performance
on both the public and private test, in comparison to without
using the initialization (VFC w/o Init) scenario. Furthermore,
the incorporation of initialization during training significantly
improved the training time for both the public and private tests,
as opposed to training without using initialization. Detailed
comparison results can be found in Table IV and Table V.

TABLE V: Results of VFC with/without using initialization.

Private test
0.99998
1.00000

Using initialization Public test
X 0.99996
v 0.99999

VEC

V. CONCLUSION AND FUTURE WORK

In this paper, we have presented the VFC (Vanilla Fully
Connected) method and the MAT (Mutual Attention Trans-
former) method to tackle the link prediction task in the
competition. The results show that our proposed methods have

an almost absolute performance and also effectively exploit the
information obtained from the dataset.

Because the data pre-processing is not good enough, using
only text information in the MAT method will not yield the
expected results. But when this method uses only 64 tokens
for each piece of passages and incorporates with their id, the
performance is still as good as desired. On the other hand,
we have limited computing resources, so training time is also
a barrier. But in terms of efficiency, the MAT method gives
almost perfect results in competition.

In the future, we will apply methods based on graph neural
networks for further experiments with link prediction task.
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